Diagnosis of breast cancer lesion using ultrasound images, elastography, and Ki-67 protein cell proliferation index
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ABSTRACT

Today, using elastography and ultrasound images is the best method for diagnosing breast cancer for dense tissues, especially for women under 30 years old, which is used to detect the exact border of masses. Besides, using quantitative microscopic criteria that are less tasteful seems to be useful in predicting the behavior of the tumor and its prognosis. Ki-67 is an antigen corresponding to a nuclear non-histone protein produced by cells in proliferative phases. In this article, ultrasound and elastography images of patients were collected, and breast masses were identified. The proposed algorithm includes pre-processing, feature extraction, and classification. To remove the speckle noise, two pre-processing steps are used, and after segmenting each data with its appropriate color channel, statistical features and features based on the morphology of suspicious areas are extracted. Also, sections of paraffin blocks of samples fixed in formalin were prepared and stained by immunohistochemical staining with Ki-67 monoclonal antibody, and the cell proliferation index was determined in the prepared slides. The relationship between Ki-67 positivity and microscopic grade was studied. The feature extraction results show that elastography is chosen as a more appropriate method than ultrasound due to the separation in terms of color channels. The most appropriate proposed combined methods, namely RBF-K-means, MLP-SCG, and RBF-SOM, have been used to classify features. The combined MLP-SCG classifier with an average accuracy of 96% and an average of 98% has improved significantly compared to other methods.

Introduction

Breast cancer is the second most common cause of cancer death among women (1). The average age of patients is 49.6 years, which shows the severe need for early diagnosis (2). One of the most important types of applications of medical diagnosis systems is the identification of masses and their classification, which makes the amount of radiation attenuation by the desired mass density (3). There are various methods for diagnosing breast cancer, based on light, sound, heat, magnetism, attenuation, microwaves, X-rays, nuclear, electrical impedance, and computer modeling (inverse problem) or a combination of several methods and diagnoses (4). They are computer-aided. Magnetic resonance imaging (MRI), ultrasound imaging, thermography, and X-ray can be mentioned as imaging-based methods (5). In this article, two types of ultrasound and elastography methods have been collected and analyzed. The ultrasound method is based on ultrasound waves and is designed to examine the body's subcutaneous tissues and internal organs and their lesions. Ultrasound devices are widely available and have a more reasonable price than other devices (6, 7). Compared to other medical imaging techniques, they are safe, fast, non-invasive, painless, and relatively cheap (8).

Elastography is a non-invasive technique using ultrasound waves that measures the consistency of breast masses and enables doctors to make an early diagnosis without sampling (9). Elastography, in addition to the appearance and desired texture that conventional ultrasounds can detect, can show information about the hardness of the breast tissue and the distribution of the relative shape change (10). The location of a cancerous lesion in the breast is more prominent with elastography because an elastogram can also see tissues around the cancer. Elastography images increase diagnostic information due to the addition of information related to the elasticity of tissues. In elastography images, the elasticity of benign and malignant masses can be obtained and compared (11, 12). Elastography has been suggested as a complementary method for treatment. Elastography images are affected by movement, artifacts, and less contrast. Elastography is a non-invasive technique using ultrasound waves that measures the consistency of breast masses and enables doctors to make an early diagnosis without sampling (9). Elastography, in addition to the appearance and desired texture that conventional ultrasounds can detect, can show information about the hardness of the breast tissue and the distribution of the relative shape change (10). The location of a cancerous lesion in the breast is more prominent with elastography because an elastogram can also see tissues around the cancer. Elastography images increase diagnostic information due to the addition of information related to the elasticity of tissues (5). In elastography images, the elasticity of be-
nign and malignant masses can be obtained and compared (2). Elastography has been suggested as a complementary method for treatment. Elastography images are affected by movement, artifacts, and less contrast.

In a study by Vanithamani et al. (14), they proposed a new combined method to increase the visual quality of medical ultrasound images. Mammonet et al. (15) showed that to improve ultrasound images, median filtering, local averaging, and compression with resampling (CRS) methods are used, and this algorithm is used in preprocessor computer-aided devices. In a study by Gómez-Flores et al. (16), to improve the elastography images and reduce the artifact, they used the ring method of artifact attenuation. To improve the ultrasound images, Menon et al. (17) used the speckle reduction anisotropic diffusion (SRAD) method and for segmentation using (seed point) and reached 93.89% accuracy. Xiao et al. (18) used the three steps of 3D boundary segmentation, feature extraction, and support vector machine (SVM) classifier to detect the mass in the 3D ultrasound of the breast and achieved a sensitivity of 90%. Five features of the elastographic mean (elasticity, maximum, standard deviation, degree of hardness, and extraction stretch ratio) and the optimal points of these five features were reported with the result of the area under the ROC curve, 91-98% and in it from (BI-RADS) is used to compare the diagnostic performance between black and white ultrasound and color SWE images (19).

In this research, the appropriate selection of the preprocessing method and the initial separation of the image textures from each other is an essential but very effective step. By selecting the image contrast enhancer and reducing the speckle noise with the improved method, we could use an enhanced-quality image in the segmentation stage. Two segmentation methods were evaluated, from which we found that the best channel can be selected using the characteristics of color channels. From the development of segmentation, we extract a self-similarity feature category. This feature has both shape features and quantitative information. Considering that most of the similar articles used the SVM network, in addition to this network, we used a set of neural networks and a combination of them to check the best network for the shape feature data extracted from the segmentation. For further evaluation, the Ki-67 protein cell proliferation index was also evaluated.

Materials and Methods

Data acquisition

A local database has been used to evaluate the efficiency of the proposed system. The data used in this article has been collected by a model ultrasound device (Mindray Resona7) respecting ethical issues. This data includes fourteen people with breast mass whose ultrasound and elastography images were recorded in BMP format.

Proposed method

The proposed method consists of three main stages: 1) Image preprocessing and processing 2) Feature extraction 3) Classification

Finally, the binary image output shows the healthy and lumpy areas. The appropriate method for each step has been selected using the test of different techniques and comparing the accuracy and precision performance evaluation criteria. Evaluating the effectiveness of the proposed method was also considered. Evaluation parameters include accuracy and precision. The definitions and calculation methods of each will be explained below.

Accuracy: the ratio of correct labels to the total labels given by the model that we have in Equation 1:

\[
Accuracy (Ac) = \frac{TP + TN}{TP + FN + TN + FP} \%
\]  \[1\]

Precision: the ratio of correctly recognized positive labels to the total number of positive labels of the model that we have in Equation 2:

\[
Precision (Pr) = \frac{TP}{TP + FP} \%
\]  \[2\]

Here, FP, TN, TP, and FN are equal to a false positive, true negative, true positive and false negative, respectively.

Pre-processing

Two preprocessing stages of histogram correction and preservation of inhomogeneous diffusion details (DPAD) have been used for preprocessing.

Histogram modification

The light intensity histogram of an image is the distribution of the light intensity of its discrete pixels. Adjusting the brightness of the image using the mapping of intensity values is called from the gray image to a new image. In this project, the brightness adjustment in the new image is such that 1% of the data goes to the minimum and maximum values of the gray level. This method increases the contrast of the image. The minimum and maximum values are chosen to cover less than and greater than 1% of all pixel values.

Maintenance heterogeneous release details

Xiao et al. (18) showed that preservation of inhomogeneous diffusion details was introduced, a method to reduce speckle noise without removing essential parts of the image. In other words, it is an improved filtering method (SRAD). The advantage of this method is that the improvement is made without removing a significant part of the content of the images, i.e., edges, lines, or other details that are important for the interpretation of the images. The equation of this model is shown in Equation 3.

\[
I'_{p}^{t+\Delta t} = I'_{p} + \frac{\Delta t}{|\eta_{p}|} div[c(p_{t},c)\nabla I'_{p}]
\]

\[3\]

\(I'_{p}\) indicates the gray level, \(t\) the movement step, \(|\eta_{p}|\) the number of pixels of the window, \(p\) the pixel location \(\nabla I'_{p}\), and the value of the gray level gradient \((c_{p})\) indicate the ratio between the local deviation and the local average. Figure 1 shows two examples of pre-processed images using the DPAD method.

Normalized cutting method

Normalized cut (NC) is a graph segmentation problem based on a whole-image criterion for segmentation. The algorithm of this method defines a homogeneous patch for each pixel using the boundary map of the boundary detection function. It obtains this range’s characteristic vectors of the intensity values (20).

First, we obtain the initial segmented image using
thological grade was determined using the criteria in the IBlogn Richardson system in terms of nuclear pleomorphism, mitosis rate, and tubule formation. Thirty samples of each histopathological grade (III, II, I) were determined (in total, 90 samples). The percentage of cell proliferation index (Ki-67) was determined in the individual slides, and each sample was divided according to the positive percentage (Ki-67) into (low < 7%), (medium 8-12%), and (high > 12). Then, the average percentage of cell proliferation index (Ki-67) was determined in three groups related to the histopathological grade, and using the statistical facilities of analysis of variance, the relationship between cell proliferation index (Ki-67) and the prognostic factor of histopathological grade in invasive ductal breast cancers was determined. In this research, the menopause status was determined in 54 of the above samples and divided into two groups before and after menopause. The average percentage of cell proliferation index (Ki-67) in the two groups was determined using the Student t-test. Cell proliferation (Ki-67) and menopausal status were determined.

Results

The segmentation results of elastography images showed that the results of each image give a suitable answer according to pathological conditions or registration in one of the color channels. Figures 2 and 3 show segmentation results in green and red channels by elastography.

Feature extraction

The features used in this article are used for two purposes. The first goal is to separate the segmentation method created due to pathological and device characteristics. The second goal is to improve the accuracy and precision of the final segmentation. For the first purpose, we used the statistical features of each color channel. For the second purpose, because the shape was clear from the previous steps, the shape feature and intensity values were combined. Research shows that image histograms can be used as features. Texture metrics calculated using histo-

Ki-67 protein cell proliferation index

The study was descriptive-analytical and cross-sectional, and simple random sampling was done from the archived blocks of patients with primary invasive ductal cancer in medical centers. Information related to the menopausal status of the patients was extracted from the files. From the samples molded in paraffin blocks by a microtome machine, 4-micron sections were prepared in 2 slides, one by the usual H&E method (hematoxylin and eosin) and the other by the Ki-67 kit with antibodies against the epitope of this antigen in the nucleus by the method. Staining was similar to immunoperoxidase.

Before immunohistochemistry staining, on the slides stained with the H&E method, the area of the slide that had the least fibrosoncrosis and the most tumoral parenchyma was marked. On the other hand, the samples that were prepared from the tumor margin (due to higher mitotic activity) were selected. In this method, the tissue sections prepared on the slide were fixed with polylysine glue and stained in 5 steps, which were:

1. Hydrogen peroxidase stage
2. Primary antibody with negative control
3. Biotinylation step
4. Streptavidin stage
5. IIRP, substrate chromogenic product

The time of proximity of the sample with the target material was 10 minutes in each step, except for the first step, which should not last more than 5+1 minutes. Then, in each of the five mentioned steps, the slide was washed in water or buffer solution following the proximity with the cited materials, and after passing these steps, a counter stain was done.

With the help of slides stained with H&E, the histopa-

Figure 1. Two samples of elastography and ultrasound images (right images) and after pre-processing by DPAD method (left images).
grams have no information about the approximate position of pixels relative to each other. Accuracy and precision in different color channels are different from each other. Selecting the texture features of the channels makes it possible to achieve the resolution of the best color channel for the segmentation output. The average, standard deviation and entropy features were the primary statistical indicators chosen to describe the color elastography images. By normalizing these values between 0 and 1 and drawing them in the three-dimensional space, the resolution of each feature space was checked. We did. Variance (second torque) is particularly important in texture description. This torque is a measure of intensity contrast that can be used to create descriptors of relative texture smoothness. Standard deviation is also a measure of texture, which is more intuitive than variance. Entropy measures the randomness of elements. Table 1 shows the primary segmentation results based on accuracy and precision values in different color channels that are different from each other. Therefore, we assumed that we could achieve the resolution of the best color channel for the segmentation output based on the calculation of the texture features of the channels.

Figures 4 and 5 show some state results of the feature space. The feature space includes the standard deviation of all three channels (Figure 5), and the feature space consists of the entropy of all three channels (Figure 1). Figures 4 and 5 show that all three channels have linear separation conditions, as it is visible; we achieved 100% resolution of

![Figure 3. Comparison of data image number 8, in the red channel, the original elastography image, [1], the label determined by the doctor [2], the pre-processed image [3], the initial segmentation [4], the comparison of the segmentation with the label [5] and the final output using the K-means method [6]. The green color is a false positive. The red color is a false negative, the black color is a true negative, and the white color is a true positive.]

![Figure 4. The standard deviation of the red channel, green channel and blue channel.]

![Figure 5. Red channel entropy, green channel entropy, and blue channel entropy]

### Table 1. Primary segmentation results in different color channels.

<table>
<thead>
<tr>
<th>Data</th>
<th>Blue Channel</th>
<th></th>
<th>Green Channel</th>
<th></th>
<th>Red Channel</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Accuracy</td>
<td>Precision</td>
<td>Accuracy</td>
<td>Precision</td>
<td>Accuracy</td>
</tr>
<tr>
<td>1</td>
<td>0.874</td>
<td>0</td>
<td>0.980</td>
<td>0.891</td>
<td>0</td>
<td>0.872</td>
</tr>
<tr>
<td>2</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>0.955</td>
<td>0.961</td>
<td>0.948</td>
</tr>
<tr>
<td>3</td>
<td>0.022</td>
<td>0.839</td>
<td>1</td>
<td>0.971</td>
<td>0.858</td>
<td>0.973</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>0.828</td>
<td>0.978</td>
<td>0.851</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>-</td>
<td>-</td>
<td>0.239</td>
<td>0.755</td>
<td>0.451</td>
<td>0.915</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>0.920</td>
<td>1</td>
<td>0.914</td>
<td>1</td>
<td>0.916</td>
</tr>
<tr>
<td>7</td>
<td>0.970</td>
<td>0.930</td>
<td>0</td>
<td>0.806</td>
<td>1</td>
<td>0.827</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>0.922</td>
<td>1</td>
<td>0.949</td>
<td>0.972</td>
<td>0.961</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>0.680</td>
<td>0</td>
<td>0.655</td>
<td>1</td>
<td>0.674</td>
</tr>
<tr>
<td>10</td>
<td>-</td>
<td>-</td>
<td>0</td>
<td>0.725</td>
<td>0.321</td>
<td>0.626</td>
</tr>
<tr>
<td>11</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>0.647</td>
<td>1</td>
<td>0.493</td>
</tr>
<tr>
<td>12</td>
<td>-</td>
<td>-</td>
<td>1</td>
<td>0.946</td>
<td>0.978</td>
<td>0.958</td>
</tr>
<tr>
<td>13</td>
<td>0</td>
<td>0.990</td>
<td>0</td>
<td>0.892</td>
<td>0.041</td>
<td>0.895</td>
</tr>
<tr>
<td>14</td>
<td>-</td>
<td>-</td>
<td>0.961</td>
<td>0.859</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
the best channel.

Shape feature
This method is such that for each pixel q, it produces a normalized correlation surface using small paths (d) and compares it with the larger environment of radius r. All three color channels are used for this feature and finally given to the classifier. We calculate these features for two regions of the segmentation output (first, for inside the mass and then for outside the mass). This work has been done by assuming the improvement of true positive increase and false positive decrease.

Comparison of ultrasound with elastography
After testing the segmentation results on elastography and determining the best channel to separate the mass from the tissue, the segmentation test is also performed on ultrasound. Table 2 compares ultrasound and elastography results based on accuracy and precision values.

The results show that ultrasound segmentation has six outliers out of 14. At the same time, elastography did not produce scattering data. In the remaining ultrasound results, the minimum and maximum accuracy is 56% and 98%, respectively, and the minimum and maximum accuracy is 98% and 100%, respectively. While in elastography, the average accuracy and precision are 92% and 97%. Due to separation in terms of color channels that contain the information load of tissue elasticity, elastography prevents data from being scattered and is chosen as a more appropriate method. We continue to process and improve segmentation with elastography images. Among the ultrasound and ultrasound data, there were some fundamental differences; these differences effectively justified the difference in the result of the comparison between these two types of images. In addition, it can be shown that according to the application, the use of each of these images has various information and applications. Figure 6 shows the comparison of elastography and ultrasound images.

Figure 7 shows that the ultrasound image label is different from elastography in terms of area. The larger area of the elastography image is due to the added information of this method.

As seen in Figure 7, the mass area in the elastography image is divided into two parts, which are considered the same area in ultrasound. In addition, the selection of elastography images compared to ultrasound is also clearly visible due to elastography segmentation. Due to the advantages of elastography images compared to ultrasound,

![Figure 6. Image comparison of data Number 2; Ultrasound (top image, right), elastography (bottom image, right) and labels determined by the doctor (left images).](image1)

![Figure 7. Comparison of data Number 3 between ultrasound (top), elastography (bottom) and labels determined by the doctor (middle), segmentation result (left).](image2)

<table>
<thead>
<tr>
<th>Data</th>
<th>Selected color channel</th>
<th>Elastography</th>
<th>Ultrasound</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Precision</td>
<td>Accuracy</td>
</tr>
<tr>
<td>1</td>
<td>Green</td>
<td>0.980</td>
<td>0.891</td>
</tr>
<tr>
<td>2</td>
<td>Green</td>
<td>1</td>
<td>0.955</td>
</tr>
<tr>
<td>3</td>
<td>Green</td>
<td>1</td>
<td>0.971</td>
</tr>
<tr>
<td>4</td>
<td>Green</td>
<td>0.978</td>
<td>0.851</td>
</tr>
<tr>
<td>5</td>
<td>Red</td>
<td>0.922</td>
<td>0.938</td>
</tr>
<tr>
<td>6</td>
<td>Blue</td>
<td>1</td>
<td>0.920</td>
</tr>
<tr>
<td>7</td>
<td>Blue</td>
<td>0.977</td>
<td>0.903</td>
</tr>
<tr>
<td>8</td>
<td>Red</td>
<td>0.972</td>
<td>0.961</td>
</tr>
<tr>
<td>9</td>
<td>Blue</td>
<td>1</td>
<td>0.680</td>
</tr>
<tr>
<td>10</td>
<td>Red</td>
<td>0.321</td>
<td>0.626</td>
</tr>
<tr>
<td>11</td>
<td>Red</td>
<td>1</td>
<td>0.493</td>
</tr>
<tr>
<td>12</td>
<td>Red</td>
<td>0.978</td>
<td>0.958</td>
</tr>
<tr>
<td>13</td>
<td>Green</td>
<td>1</td>
<td>0.928</td>
</tr>
<tr>
<td>14</td>
<td>Green</td>
<td>0.961</td>
<td>0.859</td>
</tr>
</tbody>
</table>
we continue to process and improve segmentation with elastography images.

Classification

The last step in the proposed method is the classification step, in which the feature matrix is entered into the classification algorithm. Then the labels determined by the algorithm are compared with those defined by the physician. In this article, different classification methods were used to show the system's efficiency, and the classification algorithms' results were evaluated and compared with each other to get the best result. We can mention support vector machines (SVM) and perceptron multilayer neural networks (K-means RBF MLP and SOM) from the tested algorithms.

The parameters used in the SVM network include the error stopping condition of 0.001, the number of repetitions of 10, the bias learning coefficient of 0.5, the training algorithm (BATCH), and the weight learning coefficient with the values of 0.1, 0.2, and 0.3. We found that good results are obtained for the learning coefficient of 0.3. We used the MLP network by changing the learning rate or alpha coefficient and the number of hidden neurons. We achieved linear input and output activity functions. Sigmoid tangent suppressed neuron activity function, error propagation network type, training algorithm (BATCH), number of selected hidden neurons 10, 70, 100, and alpha coefficient values 0.01, 0.02, and 0.03 by changing the number of hidden neurons, no significant improvement. The value of the results by changing the number of hidden neurons is almost equal. By examining the average execution time, it is suggested to use the number of hidden neurons to reduce the amount of computational processing and execution time. The required time is reduced with the lowest number of hidden neurons (10.37 ± 0.06 seconds).

In RBF neural network, we used the Gaussian function and an inflation rate of 0.3. The initial value of random centers and training algorithm is (SEQUENTIAL). In the Kmeans network, the Euclidean distance method, number of clusters, random initialization (k), and training algorithm (BATCH) are used. In the SOM network, we used map dimensions of 10*15-15*10-5*5, and better results were obtained for map dimensions of 10*10.

Proposed hybrid networks

Support Vector Machines (SVM) are the most commonly used classifiers due to their excellent generalization performance. But SVMs are slower than neural networks in terms of execution time for multiple classification problems, and training them on a large dataset is still difficult. Although artificial neural networks are flexible and practical formats that can be applied to a wide range of predictive problems with high accuracy, they do not provide reliable answers in some cases, such as linear problems. Some researchers believe that linear models are better than artificial neural networks for linear problems that have linear relationships and do not have much disturbance. Therefore, blindly using artificial neural networks for all types of data is not smart. Using the combination of two methods as suitable strategies in real applications, including overcoming each model's limitations separately; Using each model's unique features. We propose a hybrid algorithm for training the RBF network based on K-means and SOM. This algorithm includes a proposed clustering algorithm to locate the RBF center and determine the least squares to calculate the weights. Also, MLP with scaled conjugate gradient (Graded Conjugate Scaled) has been used to show the comparison of different models based on experiments.

The MLP-SCG network is a multilayer perceptron neural network with a scaled conjugate gradient (SCG) that uses the numerical approximation of the matrix (Hessian) and avoids instability by combining the Levenberg-Marquardt algorithm with the scaled conjugate gradient method (21). It allows the scaled conjugate gradient to compute the training optimization to find the local minimum of the function without the need to perform the computationally expensive linear search, which is used by the traditional conjugate gradient algorithm (22).

RBF-SOM hybrid network

First, the training data is entered into the SOM, and the values of the centers are obtained using this network. The accepted centers are segmented by RBF Gaussian functions (22). Training algorithm (BATCH) and Gaussian neighborhood function were used.

RBF-KMEANS hybrid network

First, the training data is entered into k-means and using this network. The center values are obtained. The obtained centers are segmented by Gaussian RBF functions (21, 22). 20% of the data were considered for the training and 80% for the testing. To determine the classifier's accuracy, cross-validation, sometimes called circular estimation, has been used. Cross-validation is an evaluation method based on the classification results of the data set, which determines how generalizable and independent the training data is. In general, cross-validation involves dividing the data into two complementary subsets. The analysis is performed on one of those subsets (training data), and validation is performed using data from the other set (validation or test data). In order to reduce the dispersion, the validation process is performed several times with different divisions, and the validations' results are averaged. One of the standard methods in cross-validation is the K-Fold method. In this type of validation, the data is divided into K subsets. From these K subsets, each time, one is used for validation and another 1-n for training. This procedure is repeated K times, and all data are used precisely once for training and once for verification. The average result of these K validation times is reported as a final estimate. Of course, other methods can be used to combine the results.

General results

After evaluating different classification methods and comparing their results, the best classifier was proposed. The SVM network is removed from the desired networks due to having outlier data in both accuracy and precision evaluation. The RBF-SOM network is also removed from the optimal networks due to the negligible improvement of the result. The RBF-KMEANS network has increased the accuracy of all data, which has improved by at least 0.55 and at most 79.10%. There are two outlier data, and by removing them, the accuracy difference becomes 1729.1 + 2.0708. But the MLP-SCG network has improved the accuracy and precision of the results. (Increase in accuracy of 11 images out of 14, minimum improvement 82.3% and maximum 99.11%) considering that accuracy dispersion
in 14 data is low (1.1726 ± 2.0708) and accuracy dispersion is high (7.0573 ± 3.5838).

We choose the MLP-SCG network as the proposed network. In Table 3, a comparison has been made between different networks. It should be noted that for the mentioned methods, the average precision and accuracy of the result have been shown in 16 cases. As can be seen, combined methods have better results compared to other methods. For example, the combination of k-means and RBF neural network has a noticeable improvement in accuracy compared to RBF or K-means alone. Also, the RBF-SOM method has better results than the SOM classifier by removing outlier data. The MLP-SCG method has performed better in terms of precision and accuracy than other methods.

### Discussion

In this research, we used the idea of elastography images and the combined MLP-SCG network to identify masses. The results show that cancer diagnosis is highly dependent on the type of image and pathological characteristics, such as the percentage of the area occupied by the mass. Based on this, elastography images are more suitable than ultrasound. For each elastography data, the normalized cut (NC) method is performed on the best color channel, and by selecting the category of texture features of the channels, including mean, standard deviation, and entropy, and checking the shape features, it is possible to distinguish the best color channel for output segmentation achieved. The extracted feature categories were given to different networks for evaluation, among which the MLP-SCG neural network has improved significantly compared to other methods with an average accuracy of 94% and an average precision of 98%. This research has presented and evaluated a technique for detecting female breast cancer mass using elastography images and the combined MLP-SCG network to quickly improve the accuracy of diagnosis with a fast diagnosis and a new style (12).

Also, there is a significant difference between the average percentages of positivity (Ki-67 protein) in three groups with different histopathological grades, which was also confirmed in the statistical tests. The present research shows that the cell proliferation index (Ki-67 protein) has a significant relationship with the histopathological grade in invasive ductal breast cancer and that the histopathological grade is the most important prognostic factor previously confirmed in invasive ductal breast cancer (23).

The value of the cell proliferation index is determined as a factor in determining the prognosis. Previously, some studies have reported such a relationship for the cell proliferation index (Ki-67 protein) (24). To justify this phenomenon, the appearance of this Ki-67 protein in the nucleus of cells with high mitotic activity has been proposed. In contrast, tumoral cells without mitotic activity lack this protein (25). As a result, the cell proliferation index can be used in parallel with H&E staining in cases where it is impossible to accurately diagnose the microscopic histopathological grade and determine the prognosis in invasive ductal cancer. An increase in the percentage of positivity (Ki-67 index) can indicate a bad prognosis.

A previous study showed that average percentage of positivity of the cell proliferation index (Ki-67 protein) is related to the condition before and after menopause. Hence, breast cancer in young women before menopause often has a higher cell proliferation index (8). In the present study, the relationship between cell proliferation index (Ki-67 protein) and menopause status was significant. The present research shows that the cell proliferation index (Ki-67 protein) has a significant relationship with the histopathological grade in invasive ductal breast cancer and that the histopathological grade is the most important prognostic factor previously confirmed in invasive ductal breast cancer (26).

Besides, in the study by Xiao et al. (18), pre-processing steps, extraction of shape features (shape, form, and direction and textural features (echo pattern, border, and sound), segmentation, and classification are used. In (11) article, SVM was proposed to classify breast lesions in 3D ultrasound images, which reached a sensitivity of 97% and a specificity of 94%. Rodrigues et al. (27) illustrated that to improve the diagnosis of ultrasound images using the histogram balancing method, linear filtering (SRAD) and used a combination of these methods and used local area-based active counters method using SVM to segment the mass in breast ultrasound images and achieved an accuracy of 7.97%. In another study by Rodrigues et al. (28), to improve ultrasound images, they used the middle filter method and the histogram expansion to increase the contrast and the parametric active counter method to segment the images. In the article by Perona et al. (20), the histogram balancing method, fuzzy improvement, sigmoid-based improvement, and Watershed transform method were used to segment ultrasound images and achieved 80% accuracy. In the present study, considering the newness of the data used and the early detection of breast cancer by simultaneous use of ultrasound images and elastography, a method has been proposed which is very acceptable in terms of accuracy, sensitivity, and precision.
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